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Abstract
This paper proposes a novel method for Blindly Separating unobservable indepen-
dent component (IC) Signals (BSS) based on the use of a maximum entropy guide
(MEG). The paper also includes a formal proof on the convergence of the proposed
algorithm using the guiding operator, a new concept in the genetic algorithm (GA)
scenario. The Guiding GA (GGA) presented in this work, is able to extract IC with
faster rate than the previous ICA algorithms, based on maximum entropy contrast
functions, as input space dimension increases. It shows significant accuracy and
robustness than the previous approaches in any case [1].

The statistical independence of a set of random variables can be described in
terms of their joint and individual probability distribution. This is equivalent to
the maximization (or minimization) of the mutual entropy (information) of the later
variables. The proposed algorithm is based on the estimation of mutual informa-
tion, value which cancels out when the signals involved are independent. Mutual
information I between the elements of a multidimensional variable y is defined as:

Ψ ≡ I(y1, y2, ..., yn ) =
n∑

i=1

H(yi) −H(y1, y2, ..., yn) .

where H(x) is the entropy measure of the random variable or variable set x. Using
this contrast function we derive MEG defining its associated transition probability
function by column stochastic matrices Mn

G, n ∈ N acting on populations as: “the
value of the probability to go from individual pi to qi depends on contrast functions
as: P (ξn+1 = pi|ξn = qi) = 1

ℵ(Tn) exp
(
−Ψ(pi)+Ψ(qi)

Tn

)
; pi, qi ∈ C where ℵ(Tn) is the

normalization constant depending on iteration n; temperature follows a variation
decreasing schedule, that is Tn+1 < Tn converging to zero, and Ψ(qi) is the value of
the selected contrast function over the individual (an encoded separation matrix)”.
We prove weak and strong ergodicity and the convergence to the optimum under
very little restrictions on Tn and Ψ.
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